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The size-dependences of the melting point, Debye temperature, thermal expansion coefficient, and the specific
heat of nanostructured materials have been modeled free of adjustable parameters. The melting point and
Debye temperature drop while the thermal expansion coefficient and specific heat rise when the grain size is
decreased. Relative to nanoparticles, however, the variation of the above parameters of nanostructured material
is weak, dominated by the ratio of the grain boundary energy to the surface energy. Our theoretical predictions
agree fairly well with available experimental and computer simulation results for semiconductors and metals.

1. Introduction

Size-dependent properties of nanoparticles (NPs) and nano-
structured materials (NSs) are one of the most important
foundations of nanoscience and nanotechnology.1,2 Evidence3-6

shows that the physical and chemical properties of NPs and
NSs differ from their bulk counterparts. For example, the melting
point Tm(D)7-11 and the Debye temperature θD(D)12,13 of NPs
and NSs drop with D, where D denotes the diameter of NPs or
grain size of NSs. In contrast, the amplitude of thermal vibration
σ(T,D),12 the thermal expansion coefficient R(T,D),2,14 and the
specific heat Cp(T,D)15,16 increase, with T being the absolute
temperature. These changes are relevant to the increased surface
(interface)/volume ratio, or the atomic coordination imperfection
induced by the significant amount of atoms at the surface or
interface, whose thermal vibrational energy is larger than that
of the interior case.17-19 However, the variation of these
parameters of NSs is found somewhat weaker than that of NPs.
According to computer simulation results, for example, Tm(D)
of Ag is depressed from 1149 to 1044 K for NSs but from 1130
to 933 K for NPs when D drops from 12.12 to 3.03 nm.10,11

Understanding the size-dependent properties of NPs and NSs
due to distinct surface (interface) states will provide the critical
information for architecture designs of the next generation of
electronic and mechanical devices.

The above phenomena have been modeled in particular for
the Tm(D) of NPs.1,20,21 Thermodynamically, the classical
capillary theory describes the capillary pressure difference
sustained across the interface between two static fluids due to
the effect of surface tension.23 In light of it, the well-known
Gibbs-Thomson equation was developed to elucidate the
function of Tm

NP(D),24,25 which is expressed as

where ∞ denotes the bulk size; Vs, the molar volume of the
solid phase; and Hm, the latent heat of fusion. γsv and γlv denote
the respective energies of the solid-vapor and liquid-vapor

interfaces, and Fs and Fl are the respective densities of the solid
and liquid phases. Since Fs ≈ Fl, (Fs/Fl)2/3 ≈ 1, and γsv(∞) -
γlv(∞) ≈ γsl(∞) for the most cubic metals where γsl is the
solid-liquid interface energy. Equation 1 can thus be newly
given as Tm

NP(D)/Tm(∞) ) 1 - 4γsl(∞)Vs/DHm(∞), where γsl(∞)
) [2Svib(∞)Hm(∞)h]/3VsR, with Svib being the vibrational
contribution of overall melting entropy of the bulk crystals; R,
the ideal gas constant; and h, the atomic diameter.26 Since γsl(D)
and Hm(D) are size-dependent, where both of them are sup-
pressed as D is reduced,26,27 eq 1 is further modified as Tm

NP(D)/
Tm(∞) ) 1 - 4γsl(D)Vs/DHm(D) with γsl(D) ) [2Svib(D)Hm(D)h]/
3VsR. Substituting the γsl(D) relation into it, one has Tm

NP(D)/
Tm(∞) ) 1 - 8hSvib(D)/3RD. Svib(D) is a weak function of D,
which could even be ignored as a first-order approximation.20

Associated with it, the size-dependence of γsl(D)/Hm(D) is
negligible. In light of the above discussion, for simplification,
eq 1 is rewritten as

Equation 2 reasonably matches the experimental data with
D g 10 nm where the crystal retains its bulk values of γsl, Hm,
and Svib.24,25,28 However, it fails for nanocrystals with D < 10
nm and cannot explain the dimension effect, which will be
discussed later.

On the basis of Lindemann’s criterion and Mott’s expression
of the vibrational entropy, a new formula to describe Tm

NP(D)
has been proposed as29-31

with RNP ) σsv(Tm, D)2/σin(Tm, D)2 ) 2Svib(∞)/3R + 1 where σ2

is the mean square displacement of thermal vibration at T )
Tm, the subscripts sv and in denote the surface and interior
atoms. In eq 3, D0 ) 2(3 - d)h where almost all atoms or
molecules are located on the surface and a crystalline structure
is no longer stable,29 d denotes the dimension of the crystal
with d ) 0 for nanoparticles, d ) 1 for nanowires, and d ) 2
for thin films.

* Corresponding author. Fax: 86-431-85095876. E-mail: jiangq@
jlu.edu.cn.

Tm
NP(D)/Tm(∞) ) 1 - 4[γsv(∞) - γlv(∞) (Fs/Fl)2/3] ×

Vs/[DHm(∞)] (1)

Tm
NP(D)/Tm(∞) ) 1-8hSvib(∞)/3RD (2)

Tm
NP(D)/Tm(∞) ) exp[-(RNP - 1)/(D/D0 - 1)] (3)
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However, models for the size-dependent thermodynamic
properties of NSs remain unavailable. As results, one ap-
proximately takes the size-dependent properties of NPs in terms
of eq 3 as that of NSs. In fact, the size-dependent melting
temperature, Tm

NS(D), for NSs is a weaker function of D than
Tm

NP(D), since the atomic cohesive energy at grain boundaries
is higher than that at free surfaces. A new quantitative
description of Tm

NS(D) is therefore expected. Note that this
modeling will also help us understand the relationship between
the Gibbs-Thompson equation and the melting behaviors of
NSs.

In this contribution, Tm(D), θD(D), R(T, D), and Cp(T, D)
functions of NSs are modeled. All these functions will be
compared with available experimental or computer simulation
results.

2. Model

Although NSs and NPs have different interfaces on their
boundaries (namely, grain boundaries and free surfaces), NSs
have crystalline structures that are similar to NPs. Therefore,
Tm

NS(D) can be explored by using a modification of eq 3 as

where RNS ) σgb(Tm, D)2/σin(Tm, D)2 with the subscript gb
denoting the atoms at grain boundaries, which is the only
difference between eqs 3 and 4.

Knowing that σ2 ∝ 1/Ec, where Ec is the mean atomic
cohesive energy,29 one has the relations of Ecsv(∞) ∝ 1/σsv(Tm,
∞)2 and Ecin(∞) ∝ 1/σin(Tm, ∞)2. Because Ecin(∞) - Ecsv(∞) ∝
γsv(∞),32 it says 1/σin(Tm, ∞)2 - 1/σsv(Tm, ∞)2 ∝ γsv(Tm, ∞) at
surfaces of bulk crystals. In analogy to this relationship, it reads
1/σin(Tm, ∞)2 - 1/σgb(Tm, ∞)2 ∝ γgb(∞) at grain boundaries of
bulk crystals with γgb(∞) being the grain boundary energy.
Combining these two equations, we get [1 - σin(Tm, ∞)2/σgb(Tm,
∞)2]/[1 - σin(Tm, ∞)2/σsv(Tm, ∞)2] ) γgb(∞)/γsv(∞). On the basis
of the assumption that σsv(Tm, ∞)2/σin(Tm, ∞)2 ) σsv(Tm, D)2/
σin(Tm, D)2 ) RNP is size-independent in eq 3, although σsv(Tm,
D)2 and σin(Tm, D)2 are size-dependent,31 σgb(Tm, ∞)2/σin(Tm, ∞)2

) σgb(Tm, D)2/σin(Tm, D)2 ) RNS is also supposed for NSs.
Inserting these two assumptions into the above combined
equation, one has (1 - 1/RNS)/(1 - 1/RNP) ) γgb(∞)/γsv(∞) or
RNS ) γsv(∞)RNP/{γgb(∞) + [γsv(∞) - γgb(∞)]RNP}. Substituting
it into eq 4, Tm

NS(D) is shown as

where δ ) 1/{1 + [γsv(∞)/γgb(∞) - 1]RNP} is an additional
term induced by the difference between surfaces and grain
boundaries. Note that since γsv(∞) > γgb(∞), δ < 1, and Tm

NS(D)
> Tm

NP(D) is thus expected. In eq 5, γgb(∞) and γsv(∞) functions
have been theoretically explored.26 For the size range of the
Gibbs-Thompson equation with D > 10 nm, on the basis of a
mathematical relationship of exp(-x) ≈ 1 - x with small x
value, eq 5 is simplified as Tm

NS(D)/Tm(∞) ≈ 1 - δ(RNP - 1)D0/D
) 1 - δ[2Svib(∞)D0/3RD], which is very similar to eq 2.
Considering that the Gibbs-Thompson equation has neglected
the dimension effect, a middle dimension of d ) 1 is taken as
a good approximation among d ) 0, 1, and 2, and D0 ) 4h is
thus taken. In view of these considerations, an extended
Gibbs-Thompson equation for NSs can be rewritten as

Equation 6 reflects that eq 5 can be considered as an
equivalent or an extension of the Gibbs-Thompson equation
for NSs.

On the basis of the proportional relationship of θD(∞)2 ∝
Tm(∞),33 under the assumption that the size in this relation can
be extended to D,34,35 there is

Knowing that R(T, ∞) ∝ 1/Ec(∞) at T > θD/2 and Ec(∞) ∝
Tm(∞),35-38 one thus has R(T, ∞) ∝ 1/Tm(∞). Extending it into
the nanometer regime, we have

According to the first law of thermodynamics, the thermal
enthalpy change ∆H is given as ∆H ) ∆U + P∆V where ∆U
is the internal energy change, and P∆V the work done on the
system at a constant pressure P with ∆V being the volume
change of the system. As a first-order approximation, ∆V ∝
∆h with ∆h denoting the linear change of atomic diameters,
which leads to P∆V ∝ ∆h. As derived by Levy,39∆U ∝ ∆h.
The above two proportional relations bring about
∆H ∝ ∆h. Since ∆h ∝ σ2,29 ∆H ∝ σ2, leading to Cp(T, ∞) )
∂H(T, ∞)/∂T ∝ ∂σ(T, ∞)2/∂T. On the basis of the Debye’s
theory,40 σ(T, ∞)2 ∝ T/θD(∞)2 at T > θD/2. Hence, Cp(T, ∞) ∝
1/θD(∞)2. Assuming that this relationship is still valid in the
nanometer regime, Cp(T, D)/Cp(T, ∞) ) θD(∞)2/θD(D)2. In terms
of eq 7, it reads

Alternatively, Cp(T, D) can be traditionally modeled in terms
of the Maxwell’s derivation for the thermodynamic equation,
Cp(T, ∞) ) Cv(T, ∞) + 9B(T, ∞)VsR(T, ∞)2T where Cv(T, ∞) is
the specific heat at constant volume and B(T, ∞) is the bulk
modulus.41 Cv(T, ∞) can be given with the Einstein’s model of
Cv

E(T, ∞) ) 3R[θE(T, ∞)/T]2 eθE(T,∞)/T/(eθE(T,∞)/T - 1)2 or the
Debye’s model of Cv

D(T, ∞) ) 9R[T/θD(T,∞)]3 ∫0
θD(T,∞)/T exx4/(ex

- 1)2 dx.42 Extending the above functions into the nanometer
size, Cp(T, D)/Cp(T, ∞) ) [Cv(T, D) + 9B(T, D)VsR(T, D)2

T]/[Cv(T, ∞) + 9B(T, ∞)VsR(T, ∞)2T]. Since the size-dependence
of B(T, D) is weak especially when T is far from 0 K and Tm,
B(T, D) ≈ B(T, ∞).43 In light of this approximation and eq 8,
Cp(T, D) is modified as Cp(T, D)/Cp(T, ∞) ) [Cv(T, D) + 9B(T,
∞)VsTR(T, ∞)2Tm(∞)2/Tm(D)2]/[Cv(T, ∞) + 9B(T, ∞)VsR(T,
∞)2T]. In light of Cv(T, ∞) ) 3R(T, ∞)B(T, ∞)Vs/� with � being
the Grüneisen constant,41 extending it into the nanometer regime,
one gets Cv(T, D)/Cv(T, ∞) ) R(T, D)B(T, D)/R(T, ∞)B(T, ∞).
By invoking the above relation B(T, D) ≈ B(T, ∞) and eq 8,
one thus has Cv(T, D)/Cv(T, ∞) ) Tm(∞)/Tm(D). Substituting it
into the above modified Cp(T, D) equation, it thus says

Tm
NS(D)/Tm(∞) ) exp[-(RNS - 1)/(D/D0 - 1)] (4)

Tm
NS(D)/Tm(∞) ) exp[-δ(RNP - 1)/(D/D0 - 1)] (5)

Tm
NS(D)/Tm(∞) ) 1-δ[8hSvib(∞)/3RD] (6)

[θD(D)/θD(∞)]2 ) Tm(D)/Tm(∞) (7)

R(T, D)/R(T, ∞) ) Tm(∞)/Tm(D) (8)

Cp(T, D)/Cp(T, ∞) ) Tm(∞)/Tm(D) (9.1)

CP(T, D)

CP(T, ∞)
)

Cv(T, ∞) Tm(∞) Tm(D) + 9B(T, ∞) R(T, ∞)2 Vs Tm(∞)2

[Cv(T, ∞) + 9B(T, ∞) R(T, ∞)2 Vs]Tm(D)2

(9.2)
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3. Results and Discussion

Figure 1 shows Tm
NS(D) functions in terms of eq 5 or the

extended Gibbs-Thompson equation of eq 6 for several metals.
Tm

NP(D) functions of eqs 3 and 2 are also plotted for a comparison
purpose. Tm

NS(D) and Tm
NP(D) decrease on lowering D to D0 where

Tm
NP(D) < Tm

NS(D) < Tm(∞). An obvious drop in Tm
NS(D) occurs at

about D ≈ 5 nm, although that of Tm
NP(D) happens at around D

≈ 10 nm. Noticeably, such dependence is ascribed to the
increase in the surface/volume ratio.44,45 The weaker dropping

rates of Tm
NS(D) than that of Tm

NP(D) are induced by the fact that
γgb < γsv. When D > 10 nm for NSs or D > 20 nm for NPs, the
values of Tm

NS(D) and Tm
NP(D) are similar to that

of Tm(∞). This result confirms that for larger size, the Gibbs-
Thompson equation is valid, where the most bulk thermody-
namic amount can be used without big error.

Tm(D) with D < 10 nm assessed by the Gibbs-Thompson
equations of eqs 2 and 6 is higher than that of our models of
eqs 3 and 5. In essence, the absolute Ec value of the interior
atoms decreases as D drops,46 but this fact was not considered
in the Gibbs-Thompson equation established for larger D, for
which this phenomenon is not evident. Our predictions agree
reasonably well with both experimental and computer simulation
results, closing to true situations. Note also that a downward
deviation of the measured Tm

NS(D) from our predictions is
observed for Al when D < 30 nm. Such a deviation is related
to the elastic energy stored in Al NSs, although it could be
annihilated by annealing at elevated temperatures.47,48

Figure 2. ∆Tm
NS(D)/∆Tm

NP(D) ) [Tm
NS(D) - Tm(∞)]/[Tm

NP(D) - Tm(∞)]
as a function of γgb(∞)/γsv(∞) with D ) 4 nm in light of eqs 5 and 3
shown as O for 16 elements listed in Table 1, where the solid curve
represents an averaged case with Svib ) 7.251 Jmol-1K-1 and D0 )
1.649 nm as mean values among 16 elements. The dashed curve shows
the plot of RNS/RNP as a function of γgb(∞)/γsv(∞) in light of the aforesaid
relation of RNS/RNP ) 1/{γgb(∞)/γsv(∞) + [1-γgb(∞)]γsv(∞)/RNP}. d )
0 and other parameters are given in Table 1.

Figure 1. Our predictions of Tm
NS(D) [eq 5, solid curves] and

Gibbs-Thomson equations [eq 6, dashed curves] as a function of D
for (a) Au, (b) Al, (c) Ag, and (d) Cu, where the case of NPs is also
given for comparison with eqs 3 and 2 with d ) 0. The symbols show
experimental or simulation results. (a) 09 and b57 are for Au NPs; (b)
O58 and )59 are for Al NSs; and (c) O is for Ag NPs, and b is for Ag
NSs.7 )9 is for Ag NPs, and (d) O is for Cu NSs evaluated in light of
Tm(D)/Tm(∞) ) [θD(D)/θD(∞)]2 ) γ(D)/γ(∞)34,60 with measured γ(D)
from ref 61. Other parameters are from Table 1.

TABLE 1: The Relevant Data Used in the Calculations

h(∞)53 (nm) Tm(∞)54 (K) Svib(∞)53 a (J mol-1 K-1) γsv(∞)26 (J m-2) γgb(∞)26 b (J m-2) θD(∞) (K) R(T,∞)c (10-5/K)

Au 0.288 1337.58 7.620 1.500 0.400
Al 0.286 933.25 9.650 1.160 0.380
Ag 0.289 1234 7.820 1.250 0.392
Cu 0.256 1357.6 7.850 1.790 0.601 34354 1.5
Co 0.251 7.920 2.520 0.706 39512

Ni 0.249 8.110 2.380 0.866
Pd 0.275 7.220 2.120 0.630
Pt 0.278 7.800 2.920 0.749
Pb 0.350 6.650 0.600 0.111
Mn 0.273 7.930 1.650 0.736
Fe 0.248 6.820 2.420 0.528 388 (R)63 0.92

470 (�)62

Sn 0.281 9.220 0.649 0.179
Sb 0.290 7.800 0.715 0.255
Bi 0.309 3.762 0.595 0.176
Ge 0.245 4.598 0.800 0.490
Se 0.230 494 5.240 0.132 0.079 135.565 3.754

a For Sb, Bi, and Ge, the Svib(∞) values are taken from ref 55. For the semiconductor element of Se, Svib(∞) ) Sm(∞) - R,29 where Sm(∞) )
Hm(∞)/Tm(∞) with Hm(∞) ) 6694 J/mol.54 b For Se, γsv(∞) ≈ 1.18γlv(∞),26 where γlv(∞) ) 0.112 J m-2, denoting the liquid-vapor interface
energy.56 c With T ) 300 K, R(T,∞) for Cu is averaged by 1.6 × 10-5/K22 and 1.4 × 10-5/K,48 and that for Fe is given with the extrapolating
method.64

16898 J. Phys. Chem. C, Vol. 113, No. 39, 2009 Zhu et al.



In light of eq 5, Tm
NS(D) is a function of γgb(∞)/γsv(∞). To

clarify it further, Figure 2 shows the plot of ∆Tm
NS(D)/∆Tm

NP(D)
) [Tm

NS(D) - Tm(∞)]/[Tm
NP(D) - Tm(∞)] as a function of γgb(∞)/

γsv(∞) at D ) 4 nm with the help of eqs 3 and 5. It is observed
that ∆Tm

NS(D) < ∆Tm
NP(D) and ∆Tm

NS(D)/∆Tm
NP(D) is nearly

proportional to γgb(∞)/γsv(∞). For the 16 elements listed in Table
1, such as Au, Al, Ag, and Cu, 0.2 < γgb(∞)/γsv(∞) < 0.6, and
the corresponding value range is 0.15 < ∆Tm

NS(D)/∆Tm
NP(D) <

0.55. In fact, the influence of γgb(∞)/γsv(∞) on ∆Tm
NS(D)/∆Tm

NP(D)
is realized through RNS/RNP. As shown with the dashed curve
for the plot of RNS/RNP as a function of γgb(∞)/γsv(∞), RNS/RNP

decreases as γgb(∞)/γsv(∞) is lowered with RNS/RNP < 1. That
is, in contrast to NPs, the thermal vibration of atoms at grain
boundaries of NSs is suppressed due to the small γgb(∞) value
relative to γsv(∞). Thus, the weakening of the ∆Tm

NS(D) function
can be scaled by the γgb(∞)/γsv(∞) ratio.

Figure 3 gives the θD
NS(D) functions of Co and Fe in terms of

eqs 7 and 5 in comparison with experimental results. θD
NP(D) is

also plotted in terms of eqs 7 and 3 for comparison. In the figure,
γgb(∞) of the Fe/cyanoacrylic resin interface is an averaged value
between Fe and the matrix (0.015 J/m2).26 γgb(∞) ≈ γsv(∞)/3 is
adopted for SiO2 or Al2O3, where γsv(∞) ) 0.65 J/m2 is taken,
which is the mean γsv(∞) values of SiO2 (∼ 0.60 J/m2) and Al2O3

(∼ 0.70 J/m2).49 It is seen that the θD
NS(D) decreases with D and

that θD
NP(D) < θD

NS(D) < θD(∞). In contrast to the bulk case, the
decrease of θD(D) with D arises from the low atomic cohesive
energy values at surfaces or grain boundaries because of the
extent of coordination imperfection.50 Because γgb(D) < γsv(D),
θD

NS(D) > θD
NP(D). As shown in the figure, the theoretical formula

roughly corresponds to available experimental results.
Figure 4 plots the RNS(T, D) functional dependence on D for

(a) Fe and (b) Cu in terms of eqs 8 and 5 in comparison to
experimental results. RNP(T, D) functions are also shown in light
of eqs 8 and 3 for comparison purposes. R(T, D) increases as
D decreases while the varying rate of RNS(T, D) is weaker than
that of RNP(T, D). Evidently, this difference related to the atomic
thermal vibrational energy at grain boundaries is lower than
that on the surface. Our predictions correspond fairly well to
available experimental results.

Figure 5 presents Cp
NS(T, D) and Cp

NP(T, D) functions on T
for (a) Se and (b) Cu in terms of eqs 9.1 and 9.2 with eq 5 for
NSs and eq 3 for NPs in comparison to available experimental

results. In the figure, Cp(T, ∞) ) 17.14 + 0.027T for Se,65 and
Cp(T, ∞) ) 15.95 × (T-125.61)0.083 for Cu.15,54 θE(∞) ) 3θD(∞)/
4.51 The Vs values are 7.1 × 10-6 m3/mol for Cu and 16.45 ×
10-6 m3/mol for Se.54 B(T, ∞) ) (1.43-0.000 47T) × 1011 N
m-2 for Cu,52 and B(T, ∞) ) (0.19-0.000 38T) × 1011 Nm-2

for Se.54 It shows that the Cp(T, D) increases with T and that
Cp

NP(T, D) > Cp
NS(T, D) > Cp(T, ∞) for smaller D. Compared

with the bulk case, the increase in Cp(T, D) for smaller D should

Figure 3. θD
NS(D) functions (curves) in terms of eqs 7 and 5 with d )

0 for (a) Co and (b) Fe where θD
NP(D) functions in light of eqs 7 and 3

are also given for comparison. The symbols denote the simulation and
experimental results: (a) O and b for Co NPs,12 (b) O for �-Fe62 and
b R-Fe63 embedded in the matrix. Other necessary parameters are shown
in Table 1.

Figure 4. RNS(T, D) functions (curves) on varying D in terms of eqs
8 and 5 with d ) 0 for (a) Fe and (b) Cu. RNP(T, D) functions are also
plotted with eqs 8 and 3 for comparison. Symbols: (a) ) denotes the
averaged computer simulation result of Fe NPs assessed with cell
dimensions at 300-900 K;64 (b) O is the experimental result of Cu
NSs.48 The necessary parameters are presented in Table 1.

Figure 5. Cp
NS(T, D) functions on varying T for (a) Se and (b) Cu or

on varying D for (c) Cu in terms of eqs 9.1 (solid curves) and 9.2
[dashed curves for CV

D(T, ∞) and dashed-dotted curves for CV
E(T, ∞)]

with eq 5 where d ) 0. Cp
NP(T,D) functions are also plotted using eqs

9 and 3 for comparison. The symbols denote the experimental results
with (a) 2 for Se NSs65 and (b) 9 for Cu NSs.15 The necessary
parameters are shown in Table 1.

Physical Properties of Nanostructured Materials J. Phys. Chem. C, Vol. 113, No. 39, 2009 16899



be related to larger atomic thermal vibrational energies of atoms
at surfaces or grain boundaries. The observation of Cp

NP(T, D)
> Cp

NS(T, D) is attributed to the fact that the atomic thermal
vibrational energy at grain boundaries is smaller than that at
surfaces. The model predictions are consistent fairly well with
both experimental and computer simulation results. Note that
the measured Cp

NS(T, D) values for Cu are observed somewhat
higher than our predictions, which can be attributed to the
porosity effect or the presence of macroscopic residual stresses
in the samples, depending on the processing conditions.15,47

The plots of eq 9.1 are overlapped by those of eq 9.2 with
both CV

D(T, ∞) and CV
E(T, ∞), reflecting that there is little

difference between eqs 9.1 and 9.2, or eq 9.1 ≈ eq 9.2. The
reason for it is that, at T < Tm, the contribution of the work
done by the system at a constant pressure to the enthalpy change
is negligibly small with respect to the internal energy change.
As a result, in eq 9.2, Cv(T, ∞)Tm(∞)/Tm(D) . 9B(T, ∞)VsR(T,
∞)2TTm(∞)2/Tm(D)2 in the numerator and Cv(T, ∞) . 9B(T,
∞)VsR(T, ∞)2 T in the denominator. Equation 9.2 can thus be
simplified as Cp(T, D)/Cp(T, ∞) ≈ Tm(∞)/Tm(D), which equals
eq 9.1.

To see whether D would bring out a distinction between eqs
9.1 and 9.2, Cp(T, D) as a function of D for Cu is typically
given in Figure 5c. Cp(T, D) increases when D is reduced, with
Cp

NP(T, D) > Cp
NS(T, D). An obvious increase in Cp

NS(T, D) occurs
at D ≈ 5 nm, although that of Cp

NP(T, D) is observed at D ≈ 10
nm. When D > 10 nm for NSs or D > 20 nm for NPs, Cp(T, D)
f Cp(T, ∞). Similar to the plots in parts a and b, the difference
between eqs 9.1 and 9.2 can hardly be observed.

4. Conclusions

The size-dependences of the melting point, Debye tempera-
ture, thermal expansion coefficient, and the heat specific of NSs
have been modeled. These functions have a tendency similar
to NPs on reducing D. However, the variation of the above
functions for NSs is weaker than that of NPs, whereas this
distinction is dominated by the ratio of the grain boundary
energy to the surface energy. Our predictions agree fairly well
with available experimental or simulation results for semicon-
ductors and metals.
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